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neural simulation
Title
=====
DANA, Distributed Asynchronous Numerical & Adaptive computing framework

Motivations
==========
Computational neuroscience is a vast domain of research going down from
the very precise modeling of a single spiking neuron, taking into account
ion channels and/or dendrites spatial geometry up to the modeling of very
large assemblies of simplified neurons that are able to give account of
complex cognitive functions. DANA attempts to address this latter
modeling activity by offering a python computing framework for the design
of large assemblies of neurons using numerical and distributed
computations.

Implementation
==============
DANA is a python computing framework based on numpy and scipy libraries
whose primary goals relate to computational neuroscience and artificial
neural networks. However, this framework can be used in several different
areas like physic simulations, cellular automata or image processing. The
computational paradigm supporting the DANA framework is grounded on the
notion of a unit that is essentially a set of arbitrary values that can
vary along time under the influence of other units and learning. Each
unit can be connected to any other unit (including itself) using a
weighted (possibly adaptive) connection. A group is a structured set of
such homogeneous units.

For example the game of life can be written very simply as follow:

```python
>>> from dana import *
>>> src = Group((100,100),
          '''V = maximum(0,1.0-(N<1.5)-(N>3.5)-(N<2.5)*(1-V)) : int
            N : float''')
>>> C = SparseConnection(src('V'), src('N'),
                  np.array([[1., 1., 1.],
                     [1., 0., 1.],
                     [1., 1., 1.]]))
```

src has been defined as a group of 100x100 units, each of them having a
single value V whose value is computed according to V equation and where
N designates a connection from Z to Z (using specified kernel in C
definition). To simulate the game of life, one can write:

```python
>>> src.V = rnd.randint(0, 2, src.shape)
>>> run(n=100)
```

In the example above, the connection has been made static, but it could
have been made adaptive by defining an equation dW/dt for the C
connection.

The DANA framework offers a set of core objects to design and run such
models with the possibility of specifying model equations
(differentials/regular), connections and connection equations.
Finally, it is to be noted that DANA has been made purposely very similar to the BRIAN spiking neural networks simulator and attempt to re-use its syntax as much as possible.

A Python toolbox for fitting neuron models to electrophysiological data

Computational models of single neurons are increasingly being used in systems neuroscience to understand how function emerges in biological neuron networks. There are two broad categories of neuron models. Biophysical models, like the Hodgkin-Huxley model, describe the membrane potential dynamics through ion channels openings and closings, and were successfully used to understand action potential generation. Phenomenological spiking neuron models, such as integrate-and-fire neuron models, are based on simplified subthreshold voltage dynamics and a threshold-based instantaneous spike generation, and are mainly used when only output spikes are needed rather than the entire voltage trace. It has been recently shown that these phenomenological models can predict the response of cortical neurons to somatically injected currents with very good accuracy in spike timing. They are consequently widely used in network simulations, where only the input current/output spike trains relationship matters.

Although spiking models are now well established, finding relevant parameters with respect to biological neurons is not straightforward. Several methods have been developed but are generally not generic, which limits their practical applicability. This is a difficult optimization problem because 1) any matching criterion based on spike times is discontinuous, because of the fundamentally discontinuous nature of spike generation in these models, 2) the evaluation of a single parameter set involves the simulation of a model over a potentially very long time. There is for those reasons a need of a fitting procedure which is both generic and computationally efficient.

We have developed a model fitting toolbox\(^1\) that lets the user provide a model through its equations in mathematical form, and computes the best parameters with respect to electrophysiological data specified by the user. It is based on the optimization of a matching criterion between the model and the data, such criterion being computed in an online fashion during model simulations. Both biophysical and spiking models are supported, through the use of spike-based or voltage-based matching criteria, whereas electrophysiological data can be provided as either spike trains or membrane potential traces.

The toolbox is written in Python and is provided as a built-in toolbox for the Brian simulator\(^2\). To achieve efficiency, it uses vectorization techniques and it can run on a graphics processing unit (GPU), an inexpensive yet very powerful chip available on most modern computers and containing hundreds of processor cores. The model fitting toolbox is also based on the Playdoh package\(^3\), a pure Python parallel computing package making it possible to distribute heavy computations such as optimizations across multi-core computers connected inside a standard Ethernet network.

We demonstrate its use on intracellular recordings in the barrel cortex and show that we can obtain results with simple adaptive spiking models similar to those of the winning models in the 2009 INCF quantitative single neuron modeling competition\(^4\). We also show that our toolbox can be used to reduce a complex multicompartmental neuron model to a simple effective spiking model. Finally, we report that the toolbox can also be used to perform a calibration-free offline electrode compensation in intracellular recordings with high electrode resistance.

\(^1\) http://www.briansimulator.org/docs/modelfitting.html
\(^2\) http://www.briansimulator.org/
\(^3\) http://code.google.com/p/playdoh/
\(^4\) http://www.incf.org/community/competitions/spike-time-prediction/2009
Python Tools for Neuromorphic Systems Configuration

E. Neftci, F. Stefanini, S. Sheik, E. Chicca, G. Indiveri

June 7, 2011

In the past recent years several research groups have proposed neuromorphic Very Large Scale Integration (VLSI) devices that implement event-based sensors or bio-physically realistic networks of spiking neurons. It has been argued that these devices can be used to build event-based systems, for solving real-world applications in real-time, with efficiencies and robustness that cannot be achieved with conventional computing technologies.

In order to implement complex event-based neuromorphic systems it is necessary to interface the neuromorphic VLSI sensors and devices among each other, to robotic platforms, and to workstations (e.g. for data-logging and analysis). This apparently simple goal requires painstaking work that spans multiple levels of complexity and disciplines. Within this context, we developed a framework named pyNCS (python Neuromorphic Cognitive Systems) to simplify the configuration of multi-chip neuromorphic VLSI systems and the definitions of network architectures [1].

In pyNCS, emphasis is given on modularity and applicability to general multi-chip systems. A set of XML files describes the neuromorphic setup and the chips, which greatly simplifies the specification of neuromorphic setups of any kind.

The pyNCS framework is developed entirely in Python, and features practical address specification definition (for the translation between raw (hardware) and neural addresses); abstraction of neuromorphic neural populations and connections by dedicated software classes; spiketrain analysis and plotting (via NeuroTools); real-time chip activity monitoring; communication of hardware events over a network interface; systematic tuning of the network parameters and inter-operability with pyNN (in progress).

References

PyNN: a unified interface for neuronal network simulators

Andrew Davison\textsuperscript{1}, Eilif Muller\textsuperscript{2}, Mike Hull\textsuperscript{3}, Pierre Yger\textsuperscript{1}.

\textsuperscript{1}Unité de Neuroscience, Information et Complexité, CNRS UPR 3293, Gif-sur-Yvette, France
\textsuperscript{2}Blue Brain Project, EPFL, Lausanne, Switzerland
\textsuperscript{3}University of Edinburgh, UK

Computational neuroscience has produced a diversity of simulator software for simulations of networks of spiking neurons. This diversity has both positive and negative consequences. The principal problem is that each simulator uses its own programming or configuration language, leading to considerable difficulty in porting models from one simulator to another or even in understanding someone else's code. This impedes communication between investigators and makes it harder to reproduce or build on other people's work. The advantages of having multiple simulators available are (i) each simulator has a different domain of excellence, allowing the most appropriate software to be chosen for a given problem; (ii) simulation results can be cross-checked between different simulators, giving greater confidence in their correctness.

The Python package PyNN provides a unified API across neural simulators (currently NEURON, NEST, PCSIM, Brian and a neuromorphic VLSI hardware implementation, with support for MOOSE and GENESIS 3 under development), making it possible to write a simulation script once and run it without modification on any supported simulator or hardware platform. Thus we keep the advantages of having multiple simulators (for cross-validation, etc) but remove the translation barrier.

Here we present recent developments within PyNN, notably improved support for higher-level network structures, support for the NineML and NeuroML languages for describing neuronal and synapse models, and support for the Connection Set Algebra for describing network connectivity.

PyNN is open-source software and is available from http://neuralensemble.org/PyNN.
Abstract:

The activity of neurons does not only reflect cognitive states, it is also highly constrained by mechanical properties of the body: sensors, muscles, tendons, and their interaction with the environment. Therefore, in order to model the activity of neurons, it seems necessary to take a holistic approach, where the behavior of an animal is modeled through the interaction between neurons, muscles and the environment. This involves knowledge in both neurophysiology and biomechanics. It also requires the development of software that can simulate the interaction between neurons and muscles efficiently. In order to achieve this, we have developed an open-source library called CLONES (Closed Loop Neural Simulation).

CLONES is a communication interface between the BRIAN neural simulator, and SOFA, a physics engine for biomedical applications. BRIAN and SOFA are both intuitive and high performance simulation environments. BRIAN is based on the Python programming language. SOFA uses an interpreted XML description of a physical scene. CLONES contains a SOFA plugin and a PYTHON module. The Python module provides a function to be called after each step of the simulation. The Sofa plugin provides components for the simulation of muscles, sensors, drag forces. Communication between BRIAN and SOFA is achieved through shared memory and semaphores. A single step of simulation typically takes place on different CPU cores. Once a simulation step has been completed in both simulators, sensory inputs to the neurons and motor outputs to the muscles are updated. Several demonstration examples are provided with the library. In particular, a neuro-mechanical model of undulatory locomotion in the worm *caenorhabditis elegans* is available.
"What's new with Brian?"

Speakers: Romain Brette, Cyrille Rossant, Victor Benichoux

Abstract:
We will give a brief overview of the Brian simulator (http://briansimulator.org) and present the most recent additions, in particular Brian Hears, a toolbox to simulate auditory models, and the model fitting toolbox, to fit arbitrary spiking models to electrophysiological data. We will also present planned developments, such as GPU simulation.
electrophysiology
NeurOnline: A software to perform online analysis and control of electrophysiological recordings
Maxime Ambard, Armin Brandt and Stefan Rotter
Bernstein Center Freiburg & Faculty of Biology, University of Freiburg, Germany

Project Summary
It is now standard to record the activity from large numbers of neurons simultaneously, both in behaving animals using acute or chronically implanted electrode arrays, and in brain slices or tissue cultures using substrate-integrated multi-electrode arrays. To enable control and intervention in an ongoing experiment, it is important to monitor certain critical parameters of the recorded activity in real-time. NeurOnline is a software that enables the researcher to perform online analysis of their electrophysiological recordings and to suitably interact with their experimental setups based on these analysis results. Specifically, our software supports optimizing the yield of experiments by providing new algorithms for online analysis that give comprehensive feedback about the status of the experiment in real-time. In addition, we hope to stimulate the development of novel experiments based e.g. on the possibility of fast adaptation of applied stimuli depending on the behavior of the system studied. The software is made publicly available under GPL.

Technical details
The software architecture chosen for this project consists in Python scripts that call C++ extensions provided by SIP. The C++ language allows high-performance computations that are crucial for time-critical “online” analyses and an easy use of multiple threads. The Python scripting language, on the other hand, enables experts and semi-skilled programmers at the same time to easily use and extend the envisaged software toolbox. The QT library is used to implement a signal/slot mechanism. A graphical user interface permits to control the analysis and displays the results of all computations performed on the recorded data.

Based on a set of open source drivers (“comedi”), NeurOnline can currently interact with 400 different data acquisition boards (e.g. National Instruments) that are commonly employed in electrophysiological setups. A TCP/IP client has been implemented to allow the communication with high-density multi-electrode arrays (HD-MEAs) currently developed at ETH Zurich/ Basel. These devices currently allow sampling from 128 channels (selected from a set of 11,000) at a sampling frequency of 20 kHz per channel. Acquisition from Multichannel Systems multi-electrode arrays is also supported.

A butterworth IIR online filter has been developed to select the appropriate frequency bands of the recorded signals. Online spike sorting is performed on the detected spike waveforms by applying a dynamic template matching algorithm. The Python interface allows NeurOnline to send signals that depend on the result of online signal analysis to other processes, e.g. to update in real-time the visual stimulus displayed by some dedicated software (e.g. “VisionEgg”).

NeurOnline is currently used in two laboratories: At the Biomicrotechnology laboratory (IMTEK, University of Freiburg) the dynamics of dissociated cell cultures grown on HD-MEAs are studied. Those arrays have 11,000 recording sites, 128 of which can be recorded at the same time. NeurOnline is currently used to record the data from subsets of electrodes, to detect the spikes in the recorded signals and to organize the scan of the full set of electrodes depending on the recorded activity. At the Neurobiology and Biophysics laboratory (Faculty of Biology, University of Freiburg), extra- and intra-cellular recordings in the neocortex of anesthetized rats are performed. Visual stimuli that preferentially activate neurons in the thalamus (LGN) and in the primary visual cortex (V1) are selected by a method known as adaptive sampling. NeurOnline used in this laboratory for multi-channel signal recording, spike detection, spike sorting and visual stimulus updating.

Funding by the German Ministry of Education and Research (Bernstein Focus Neurotechnology Freiburg*Tübingen, FKZ 01 GQ 0830) is gratefully acknowledged.
Using Python tools for analysis of a mathematical model of after-depolarisation

Jakub Nowacki, Hinke M. Osinga, Krasimira Tsaneva-Atanasova

Bristol Centre for Applied Nonlinear Mathematics, Department of Engineering Mathematics, University of Bristol, Queen’s Building, University Walk, BS8 1TR

Abstract

Python combines usability, clarity and extensibility that makes it a language of choice for many projects concerning scientific computations. One of the unique feature of Python is the simplicity of interfacing between different programming languages. This feature have brought Python effectiveness into many established numerical tools, that previously were not necessary user friendly or constrained by the original language limitations. An examples of such a tool is the numerical continuation software AUTO [1]. The recently added Python interface considerably increased its usability and improved the data handling. These changes have created opportunities for the software to be used for various new applications. We present an example of a novel Python/AUTO application to perform an analysis of our model of after-depolarisation.

Understanding the behaviour of a biological model is a fundamental question from both theoretical and experimental point of view. Parameter uncertainty is a common feature of biological systems and therefore exploring the parameter space of a model could often lead to useful predictions. Currently, the vast majority of parameter sensitivity analysis is performed using brute force numerical simulation that could produce inherently incomplete results for example in the case of multi-stability. We propose a novel approach to parameter sensitivity analysis that employs numerical bifurcation theory techniques such as boundary value problem (BVP) formulation.

Our formulation allows us to use numerical continuation tools, such as AUTO, to explore the behaviour of a model under a parameter variation in a nearly continuous way. The continuation method enables us to determine regions in the parameter space where certain model behaviour of interest occurs. Using the BVP formulation we analyse a simplified model of after-depolarisation based on previous studies of a more detailed model of intrinsic excitability of CA1/3 pyramidal neurons [4]. Using the well-posed two point BVP continuation we identify the onset of the ADP and a burst in a form that allows us to perform a two-parameter continuation. This in turn enables us to unambiguously determine the boundaries (in parameter space) of the ADP and bursts with different number of action potentials. To confirm the continuation results we use XPPy [3], a Python interface for XPPAUT [2], to perform model simulations. The visualisation of the results of continuation and simulations is done using Matplotlib. Finally our results provide useful predictions for further studies of the intrinsic excitability of pyramidal neurons.

References


*Corresponding author: j.nowacki@bristol.ac.uk
In order to investigate the properties and function of electrically active membranes, in particular neurons, scientists use electro-physiological recordings in two established experimental modes: voltage-clamp and current-clamp. In both cases, a variety of stimulation patterns is used to elicit salient responses. The stimulation patterns are typically generated via a small number of established methods. The most common voltage clamp protocols use a combination of square steps and pre-steps to characterise the ionic conductances in a membrane; in other cases sinusoids and noise sources have been used. The choice of a particular stimulus depends on the aim of the experiment; for instance, one can select the amplitude and duration of voltage steps so as to highlight the effect of a potassium conductance, or apply high-frequency sinusoidal current injections to determine the membrane capacitance. Similarly, white noise has been used in model fitting tasks.

Here we propose a set of generic methods for systematically generating stimuli tailored to specific tasks, implemented within a simulated electrophysiology framework in Python. Our approach involves the use of splines to represent stimulation patterns, and genetic algorithms to evolve patterns that are particularly suitable for an arbitrary given task. Splines permit defining a curve through a number of given support points. By manipulating the positions of the support points and the type of spline interpolation, steps and sinusoids can be approximated, as well as other arbitrary shapes. This versatile encoding allows the optimisation algorithm to exploit any pattern that yields the desired result.

We developed a Python framework called evopy to handle the evolutionary search. This framework is able to leverage Enthought’s Traits attributes to generate a real-valued or binary genetic encoding for arbitrary objects. Thus, the allowed parameter ranges and their inclusion or exclusion in the search can be easily controlled via metadata, with any change in the object model seamlessly reflected in the genetic encoding, encouraging experimentation. The optimisation itself is performed with a multi-objective genetic algorithm. Particle Swarm Optimisation and an interface to scipy.optimize routines are also available.

Since speed is a concern with meta-heuristic optimisation methods, we use a mixture of Python code to manage the experiments and analysis together with C and Cython components for critical sections. We define our Hodgkin-Huxley neuron models and simulated electrophysiology components as Cython classes. Similarly, ODE solvers from the GNU GSL library and spline interpolation code from the ALGLIB library are used through Cython language bindings. Thus, the entire simulation runs in native code, avoiding costly Python calls during integration.

We demonstrate the use of this framework to generate stimuli optimised to isolate the contributions of various Hodgkin-Huxley parameters to the dynamics of a model neuron in voltage- and current-clamp. Future directions using active stimuli in a dynamic clamp setup are also presented.
Flexible spike sorting in Python
Bartosz Telenczuk 1,2, Dmytro Belevtsoff 2,3

1 Institute for Theoretical Biology, Humboldt University, Germany, Berlin
2 Neurology, Medical University Charite, Germany, Berlin
3 Bernstein Center for Computation Neuroscience, Germany, Berlin

Spike sorting is a common pre-processing step in the analysis of single or multi-unit activity (SUA or MUA). The goal of the procedure is to detect the times at which a single cell generated action potentials based on the extracellular recordings of an electric potential close to the cell. Since multiple cells can be active simultaneously special methods must be used to discriminate the responses of just a single cell. In many situations this is possible, because activities of different cells usually differ in wave shapes. Therefore it is possible to isolate them by comparing the shapes and amplitudes of detected extracellular spikes and grouping the ones which look similar (using automatic or manual clustering procedure).

There are dozens of different (commercial and free) software packages aimed at spike sorting. However, many of them are controlled only via graphical user interface (GUI) making them very inflexible. Testing new algorithms or adding support for new data formats usually requires in depth knowledge of the source code of the package (if available) and time-consuming development of extensions (if possible).

Therefore, we developed a new spike sorting library based on dynamic and interactive language (Python) called SpikeSort. While still very early in development, it offers many standard and not-so-standard algorithms for spike detection, feature extraction and spike classification. The main design goals of the library is the flexibility and extendibility allowing user to add new filters/algorithms/etc. without need to recompile or to understand the entire code base. In addition, the algorithms available in SpikeSort may be easily used in own scripts and programs.

We put much effort to make working with SpikeSort very interactive and intuitive. To this end, we employ a modular approach based on a set of components that may be flexibly combined to develop customized processing workflows.

Last but not least, we also take care of memory efficiency and performance. This is achieved among others by leveraging a set of third-party Python libraries (NumPy, PyTables and scikits.learn).
data management and databasing
Lessons learned from neuroimaging tool development in Python

Stephan Gerhard

May 30, 2011

The large complexity of the systems neuroscientific researchers aim to investigate demands sophisticated infrastructure and technology. To tackle the challenges associated with these technical developments, the field of neuroinformatics is emerging.

For a large variety of problems in neuroscience and their associated computational requirements, the Python programming language has been adopted for tool and library development.

Python thus may play a central role in the evolution of the developments necessary to tackle the upcoming technical challenges neuroscience researchers are faced with. Python is apt to be the glue for different legacy systems, and to build tools and libraries to support research questions in a straightforward fashion.

In my talk, I would like to present my subjective experience on Python tool development for the Diffusion MRI community. A number of technical and non-technical aspects of the process will be highlighted, a number of questions are raised which are important to be considered early on in the developmental process and a number of decisions will be outlined which I took in my own projects which from the more experienced perspective I share now, could have been taken differently.

The information I would like to convey aims to serve other researchers starting with Python development to arrive at improved decisions pertaining their own projects. Five relevant aspects shall be touched upon:

**Research Environment & Community** Reflect on your commitment: Is it tool development à la “Getting-The-Job-Done-For-Me” vs. a community-targeted, reusable, documented, tested tool with a stable API? Do you see a chance of building a community around your tools? Does a community already exist where you could possibly contribute? Do you have close collaborators with a similar vision that care for the tools you are going to develop? What are the constraints of your supervisors and your institution? How can you overcome obstacles of making the code available as open source? What license to choose? Who will own the copyright? What are the current practices and tools employed in your lab, and are you able and willing to educate people in order to change them?

**The User Perspective** How to distinguish between mere users (that do not care about software design or methodological concerns), and user-developers (doing method development and applied research), methods people (focusing on the improvement or creation of new methods, the user interface is very secondary). How to best approach different groups adequately? What are the advantages and disadvantages of building a GUI on top of libraries? Similarly, user-Dials vs. writing a scripts? Do you want your code to be used at all by others and can you live with the implications thereof? How can you overcome obstacles of proper software distribution and multi-platform support? What happens if you do not develop according to user requirements, but according to imagined user requirements?

**Recommended supporting tools** How to adapt to your particular research environment? What are the habits of your collaborators? Do you have ideas to change their habits for the better? What IDE and code editors would you recommend to lab mates? Why to encourage to write unit tests? How to write documentation fast and properly? How to interact with your users?

**My tool contributions (so far)** I will give a short overview of the tools I have been working on for the last two and a half year, and how they evolved. How modularization and working on proper interfaces turned out to be very beneficial. Why writing things up in a paper is important, and which journals accept software submissions. Why sometimes reinventing the wheel is good, and when to contribute to existing open source projects?

**Open Science** What would be a vision for “Python in Neuroscience”, and how would it tie into the emerging open science movement? Why do we need reusable, well-documented and tested libraries, especially in neuroscience? What could be your contribution?
NiBabel: Conductor for a cacophony of neuro-imaging file formats

Matthew Brett¹, Stephan Gerhard², and Michael Hanke³

¹Helen Wills Neuroscience Institute, University of California at Berkeley, USA
²Electrical Engineering, Ecole Polytechnique Fédérale de Lausanne, Switzerland
³Center for Cognitive Neuroscience, Dartmouth College, Hanover, New Hampshire, USA

Neuro-imaging research has always involved spending countless hours on getting access to data in an intoxicating variety of formats. While the neuro-imaging community attempts to converge on a reasonable subset of the available formats for the purpose of data exchange, convenient data access remains a challenge that affects interoperability of software and perceived joy of research collaborations.

To fully exploit the power of a growing manifold of Python-based software for neuro-imaging research it is essential to have an easy-to-install, easy-to-use system that facilitates access to data in any necessary format. NiBabel¹ aims to be this basic IO layer for neuro-imaging data format access in Python. While other solutions have been around for several years (e.g., PyNIfTI), they were limited in their scope, the variety of supported data formats, or had portability issues that made their deployment unnecessarily difficult.

This presentation introduces the general architecture of the pure-Python package NiBabel that accents on the concept of making common tasks simple, and difficult tasks possible. It will illustrate NiBabel’s basic image model and show how it can be tailored to represent images in various flavors of ANALYZE, GIFTI, NIfTI, MINC, and PAR/REC – without loosing access to information embedded in the meta data of the respective formats. Moreover, the presentation will outline how developers can contribute functionality, and use NiBabel as an open platform for general purpose neuro-imaging data format access that is available to any Python user or developer – without licensing restrictions and minimal dependencies.

¹http://nipy.sourceforge.net/nibabel
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In neuroscience, electrophysiological signals, whether from electroencephalography, intracellular and extracellular electrophysiology, or simulation, are acquired, analysed and visualized using a wide variety of software, much of it proprietary, developed by recording hardware manufacturers, very often written in Matlab, and increasingly written in Python.

To improve interoperability of different tools and to share data between different projects, a common representation of the core data is needed. A number of efforts have been made in this direction, including the Neuroshare project (http://neuroshare.sourceforge.net) for proprietary formats, and the FIND (http://find.bccn.uni-freiburg.de/) and sigTOOL (http://sigtool.sourceforge.net/) toolboxes for Matlab. For Python, however, such a common representation has so far been missing.

We have developed a Python package, Neo, for representing electrophysiology data in memory, and for reading/writing the data to/from a variety of commonly-used file formats. Neo is deliberately limited to representation of data, with no functions for data analysis or visualization, in order to be as lightweight a dependency as possible. A common package or packages for neurophysiology data analysis and visualization, such as the NeuroTools package (http://neuralensemble.org/NeuroTools), can then build on top of Neo. Currently Neo is used as the core representation of data in OpenElectrophy (http://neuralensemble.org/trac/OpenElectrophy) and it is planned to also use it in NeuroTools and in the G-Node portal (http://www.g-node.org/) in the near future.

Neo implements a hierarchical data model well adapted to intracellular and extracellular electrophysiology and EEG data with support for multi-electrodes (for example tetrodes), including classes such as SpikeTrain and AnalogSignal. The Neo package also provides a set of input/output (IO) modules for various neurophysiology file formats (Plexon, Spike2, NeuroExplorer, Axon, AlphaOmega, Micromed, EEGLab, WinWcp, Elan, Elphy, PyNN, Neuroshare (Win32 only), TDT, ASCII and raw binary data). Neo builds on the quantities package (http://pypi.python.org/pypi/quantities), which in turn builds on NumPy.

Neo is distributed under a BSD licence, and is available through the Python Package Index (http://pypi.python.org/pypi/neo), with documentation at http://packages.python.org/neo/ and a development website at http://neuralensemble.org/trac/neo. New contributions are welcome.
Chapter 4: Neuroimaging Data Processing
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BrainVISA is a modular and customizable software platform built to host heterogeneous tools dedicated to neuroimaging research. It aims at helping researchers in developing new neuroimaging tools, sharing data and distributing their software. It is developed by research organizations (mainly CEA, INSERM, INRIA, CNRS) grouped in a federative research institute (IFR 49) founded by the french government. It is a free and open-source software written in Python language and can be downloaded from: http://brainvisa.info.

BrainVISA offers numerous features in several domains of neuroimaging software:

Data management

As most neuroimaging software deal with neuroimaging data as files, BrainVISA keeps data files on the filesystem, and is using a database to index them. BrainVISA database system is based on a customizable ontology that defines the data types handled by the software, associated key attributes for indexation, and filename patterns to make the link between the filesystem and the database schema. There is a bijection between the files organization and the database which makes it possible to get an input or output file name from data attributes values through a simple database request.

BrainVISA currently uses SQLite as a SQL database engine because it is simple, easy to use and does not need any server. Moreover, SQLite can be directly used from the Python language. The database is stored in a single file that can be copied from one computer to another, making sharing databases easier for users.

Workflows and pipelines

BrainVISA offers several neuroimaging processing pipelines. A pipeline is a combination of reusable executable components called processes, it groups together several processing steps.

Developing new pipelines for BrainVISA is a matter of writing small scripts in Python (Fig. 1). They may jointly use homemade algorithms, software contained within the core BrainVISA package, or third-party software. Some existing BrainVISA pipelines use for example SPM, FSL, Freesurfer, etc.

Graphical user interface

BrainVISA graphical user interface has been developed with PyQt, the python bindings of the Qt library. A view is automatically generated for each pipeline to allow the user to fill in the parameters. This view is created from a simple python description of the process input and output parameters. It also shows a panel to monitor the execution of the pipeline. Of course, it is possible to customize the default user interface if it does not fit the user needs.

BrainVISA may also work as batch and without graphical interface, to run a specific process or pipeline. This thus allows for instance, batch scripting or parallel distribution, and the use of BrainVISA components from custom software.

Visualization

BrainVISA offers a way to define viewers which may use any visualization software. A viewer is a processes dedicated to the visualization of data of a specific type. Most of BrainVISA existing viewers use Anatomist, a powerful software for 3D visualization and manipulation of structured objects. Anatomist, controled through its python API by BrainVISA, provides an interactive visualization, suitable for any kind of data.

Massive computation facilities

In order to ease the processing of large neuroimaging databases, BrainVISA provides a feature to iterate a process or a pipeline on whole or part of a database. Input data are selected through a request to the database and all generated results will be written automatically at a suitable location on the filesystem and indexed in the database thanks to the ontology.

Since the 4.1 version, it is also possible to submit BrainVISA pipelines or iterated processes to parallel computing resources thanks to the Soma-workflow software. Soma-workflow is an independent software component of the BrainVISA environment, which provides a homogeneous and single way to submit and monitor parallel computing to various computing resources (laptops, workstation farms, clusters...). See its home page on http://brainvisa.info/soma/soma-workflow/ for more information.

Toolboxes

As BrainVISA is designed to be extensible, it is possible to create a custom toolbox which includes a set of processing tools, an ontology definition, documentation, and any needed software and data. Toolboxes may be distributed as separate add-on packages.

Thus, BrainVISA infrastructure advantages have encouraged several teams to develop their own toolboxes. A lot of neuroimaging tools are already available in BrainVISA toolboxes. For example, it is possible to perform automatic segmentation of brain hemispheres and sulci from T1 MR images with Morphologist toolbox, automatic sulci identification and object-based morphometry with Suli toolbox, cortical surface geometry analysis and functional data projection with Cortical Surface toolbox, diffusion MR images analysis and fiber tracking with Connectomist, automated processing of
histological and autoradiographic sections with **BrainRat**, functional MRI data analysis with **fMRI toolbox**, etc.

**Conclusion**

BrainVISA has now many years of maturity and has been successfully used by various research groups. See [http://brainvisa.info/biblio/en/index.html](http://brainvisa.info/biblio/en/index.html) for a list of publications involving BrainVISA. BrainVISA has been chosen by several research centers and collaborative projects as the backbone infrastructure for data management, neuroimaging tools development and software distribution.

```python
# -*- coding: utf-8 -*-
from neuroProcesses import *

signature = signature(
    'image_input', ReadDiskItem(
        [ 'NIFTI image', 'SPM image', 'DICOM image', 'GIS image' ],
    ),
    'image_output', WriteDiskItem(
        [ 'NIFTI image' ],
    ),
    'dim Volume',
    'Axes writable volume formats',
    'mode', Choice([ 'less than', 'le', 'equal', 'ge', 'greater or equal', 'gt' ],
        [ 'between', 'be', 'outside', 'ou' ],
    ),
    'threshold1', Float(),
    'threshold2', Float(),
    'binary', Boolean(),
)

def initialization( self ):
    self.setOptional( 'threshold2', 'binary' )
    self.binary = 0
    self.threshold1 = 0
    self.mode = 'gt'

def execution( self, context ) :
    command = [ 'AlignThreshold',
        '-1', self.image_input,
        '-o', self.image_output,
        '-v', self.mode,
        '-t', self.threshold1 ]
    if self.threshold1:
        command += ['-u', self.threshold1]
    if self.binary:
        command += ['-b']
    context.system( 'command' )
```

*Fig. 1: A simple BrainVISA process: source code and default GUI*
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I. ABSTRACT

Machine Learning (ML) techniques are provoking wide interest in brain-computer interface (BCI) research and neuroimaging-based neuroscience research. These techniques are most frequently applied according to a paradigm called brain decoding [1], which is based on the prediction of stimuli provided to a subject from the concurrent brain activity.

In [1] three specific tasks are recognized as part of the brain decoding approach. Pattern discrimination is the task that addresses the question whether and how accurately the brain activity can predict the triggering stimulus. This task is mainly focused on the quantitative assessment of the classification error rate. Means for interpretation of how the classification algorithm exploited the available information, e.g. brain maps, are not directly provided. Pattern discrimination is of special interest for BCI research and neuroscience research for different reasons: while the first is mainly concerned with getting the most accurate predictions based on the brain activity, the latter uses pattern discrimination for inductive reasoning and frequently for comparing different theories/hypotheses in the light of the evidence provided by the experiment, i.e. for confirmatory data analysis. In this case the primary interest is the reliability of the error estimate of the predictor, which can be in terms of a confidence interval or posterior probability.

To the best of our knowledge the use of classification algorithms for inductive reasoning in scientific research is marginal to the mainstream ML literature. Moreover the reliability of the strategies proposed in the neuroscience-related literature [1], [2] is often difficult to assess [3], especially from small high-dimensional samples typical of this domain. This work wants to raise the attention on the use of classification algorithms for inductive reasoning and proposes the application of the Bayesian hierarchical modeling and the Bayesian hypothesis testing (BHT) framework to the analysis of classification results. In order to support the proposed approach we present two recently-published applications:

1) A model and a test about the information between stimuli and brain data in single subject studies. See [4].
2) A multi-subject model and test to make inferences about the population of interest from the result of a brain decoding study on a group of subjects. See [5].

Our implementation of these two applications has been carried out in Python language on top of NumPy and SciPy, the Python software stack for scientific applications. This software stack proved to be extremely efficient both from the software development point of view and for computational aspects. In particular the broadcasting features of the NumPy ndarray are fully supported by the random sampling routines in the numpy.random subpackage allowing an extremely concise code that fully exploits the speed of C code.

The implementations of the two applications 1 2 are available under a Free Software / Open Source license. Their integration within PyMVPA 3, the Python package for statistical learning analyses tailored to the neuroimaging domain, is under discussion.
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Encouraged by a rise of reciprocal interest between the machine learning and neuroscience communities, multiple studies have demonstrated the superior explanatory power of statistical learning techniques for the analysis of neural data of different acquisition modalities, such as fMRI and EEG. While development and underlying theory of the machine learning methods require substantial skills in computer sciences and statistics, there are fortunately a large number of software packages readily available that implement various promising algorithms. However, these packages are typically implemented in either a very generic fashion or tuned to address a specific problem, with almost none of them geared towards neuroscientific data analysis, thus adoption of those methods is often impaired. To equip community with a specialized platform exposing developments in machine learning to neuroscience, we have developed PyMVPA¹ – Python Multivariate Pattern Analysis².

Expressive power of the Python language coupled with a variety of the core libraries for numerical computation in Python or interfaced from other computing platforms (e.g. R through RPy³) provide a solid foundation for PyMVPA. Modular design of PyMVPA makes it possible to express complex analysis workflows of neural data in just a few lines of code neither sacrificing readability nor flexibility, while interfacing typical analysis procedures to numerous underlying Python libraries without explicit user awareness of their different API.

To make PyMVPA robust and accessible for neuroscientists, we had to address various demands, from user interface adequacy to the convenience of deployment. This talk will overview the design and capabilities of the framework, and then will accent on particular aspects which could be of an interest to the Python scientific developers: distributions awareness, external dependencies handling, compatibility assurance, data encapsulation, excessive testing, custom logging, and basic literate programming. The talk will conclude with a roadmap of future work planned for PyMVPA development.

²http://www.pymvpa.org
³http://rpy.sourceforge.net/rpy2.html
Pyhrf: a package to extract and study hemodynamics from fMRI data
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Pyhrf is a set of tools for within-subject fMRI data analysis, focused on the characterisation of the hemodynamics. More precisely, this software addresses the two main tasks involved in fMRI analysis: (i) detect and localize which cerebral regions are activated by a given experimental paradigm and (ii) estimate the underlying dynamics of activation by recovering the so-called Hemodynamic Response Function (HRF). The main outputs are then a set of 3D statistical maps of cerebral activations along with the time-series describing the HRFs for the set of all brain regions (4D volume). The analysis can also be performed on the cortical surface from projected BOLD signals and then produces functional textures to be displayed on the input cortical mesh. To this end, pyhrf implements two different approaches: a voxel-wise and condition-wise HRF estimation \(^1\) and a parcel-wise spatially adaptive joint detection-estimation algorithm \(^2, 3\). This tool provides interesting perspectives so as to understand the differences in the HRFs of different populations (infants, children, adults, patients ...). Within the treatment pipeline of an fMRI analysis, pyhrf steps in after data preprocessings (slice-timing, realignment, normalization).

pyhrf is mainly written in Python, with some C-extension that handle computation intensive parts of the algorithms. The package relies on classical scientific libraries: numpy, scipy, matplotlib as well as Nibabel to handle input/outputs and NiPy which provides tools for functional data analysis. pyhrf can be used in a stand-alone fashion and provides a set of simple commands in a modular fashion. The setup process is handled through XML files which can be adapted by the user from a set of templates. This format was chosen for its hierarchical organisation which suits the nested nature of the algorithm parameterisations. A dedicated XML editor is provided with a PyQt graphical interface for a quicker edition and also a better review of the treatment parameters. When such an XML setup file is generated \textit{ab initio}, it defines a default analysis which involves a small real data set shipped with the package. This allows for a quick testing of the algorithm and is also used for demonstration purpose. In the same respect, an artificial fMRI data generator is provided where the user can test the behaviour of the algorithms with different activation configurations, HRF shapes, nuisance types (noise, low frequency drifts) and paradigms (slow/fast event-related or bloc designs). Concerning the analysis process, which can be computation intensive, pyhrf handles parallel computing through the python software soma-workflow for the exploitation of cluster units as well as multiple cores computers. Finally, results can be browsed by a dedicated viewer based on PyQt and matplotlib which handles n-dimensional images and provide suitable features for the exploration of whole brain haemodynamical results.
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Experimental and theoretical research in neuroscience constantly requires the application of data processing algorithms for data analysis and modeling. As Python is currently the second-most used programming language in the field, it is relatively easy to find implementations of the most common algorithms.

When building complete applications, scientists are often confronted with several additional chores that need to be carried out beside the individual processing steps. It is common to test different algorithms on the same data set (e.g., in control experiments), or to train and execute a sequence of several algorithms. When the algorithms come from different data processing libraries their implementations likely follow different conventions and do not share a common interface, making their interfacing cumbersome and error-prone.

In this talk, I will discuss the effort taken in the Modular toolkit for Data Processing (\textit{MDP}) to ensure the interoperability with other mainstream data processing frameworks. \textit{MDP} is a library that provides an implementation of several widespread algorithms, and offers a unified framework to combine them to build more complex data processing architectures. The general strategy to interface with other libraries has been to offer wrappers for the external algorithms. \textit{MDP} currently features automatically generated wrappers for \textit{scikit\_learn}, another widely used data processing framework, and static wrappers for two Support Vector Machine libraries, \textit{shogun} and \textit{libSVM}. Additionally, \textit{MDP} has been designed to be easy to embed in other frameworks, and I will show how this is achieved in \textit{PyMVPA}, yet another data processing framework.

Using \textit{MDP} as a paradigmatic example, I am going to explore current problems and challenges of achieving interoperability among data processing frameworks and draw some conclusions about the future.
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NeuroDebian¹ is a turnkey software platform for nearly all aspects of the neuroscientific research process. It helps researchers to cope with the increasing complexity of software systems in neuroscience research. Being embedded in the Debian² project, it provides a comprehensive suite of readily usable and fully integrated software through a robust deployment infrastructure. Improved system integration and interoperability of research tools frees researchers from the burden of tedious installation or upgrade procedures. That, in turn, positively affects their availability for actual research activities, as well as their motivation to test new analysis tools and stay connected with the latest methodological developments in the field.

Over the past six years, NeuroDebian developers have integrated neuroscience-related software into the Debian operating system – adding to the world’s largest archive of integrated free and open source software (FOSS). Debian, with its release record of almost two decades, well-known stability, a unique democratic and open development model, provides an ideal foundation for a reliable and versatile research platform. As a result, the latest release Debian 6.0 ”squeeze” offers more out-of-the-box support for neuroscience research than any other operating system³.

Currently, NeuroDebian offers substantial coverage of MRI-related neuroimaging software, and is expanding its support for psychophysics, electrophysiology and computational neuroscience research. In addition to making software available in the Debian archive, NeuroDebian offers a ready-to-use repository with packages tailored and built for several recent Debian and Ubuntu releases – with repository mirrors in a number of countries. This service is used by hundreds of labs worldwide and serves as the basis of several live-cd and virtual environments, further tailored to various purposes.

This presentation introduces the services offered by the NeuroDebian project, such as backport facilities, package snapshots, communication channels, and virtual machine based neuroscience research environments, that help researchers deal with common day-to-day problems, as well as help improving transparency and reproducibility of research. It showcases how NeuroDebian can facilitate neuroscience software development and deployment – offering benefits for users and developers that reach far beyond the Debian operating system. This includes avoiding licensing problems that hinder adoption of software, identifying and preventing unnecessary dependencies on particular versions of software that make deployment difficult, and continuous integrating testing of whole analysis environments. Complementing the EuroSciPy talk “π’s in Debian or Scientific Debian: NumPy, SciPy and beyond”⁴ by Yaroslav Halchenko, this presentation provides an overview of the status of Python-based neuroscience software in NeuroDebian, and how it benefits from integration into a larger context of neuroscience research software.

¹http://neuro.debian.net
²http://www.debian.org
⁴http://www.euroscipy.org/talk/4379
NiPyPe: A flexible, lightweight and extensible neuroimaging data processing framework

Over the past twenty years, advances in non-invasive in vivo neuroimaging have resulted in an explosion of studies investigating human cognition in health and disease. Current imaging studies acquire multimodal image data (e.g., structural, diffusion, functional) and combine with non-imaging behavioural data, patient and/or treatment history and demographic and genetic information. Several sophisticated software packages (e.g., AFNI, BrainVoyager, FSL, FreeSurfer, NiPy, R, SPM) are used to process and analyze such extensive data. Current neuroimaging software offer users an incredible opportunity to analyze their data in different ways, with different underlying assumptions. In a typical analysis, algorithms from these packages, each with its own set of parameters, process the raw data. However, data collected for a single study can be diverse (highly multi-dimensional) and large, and algorithms suited for one dataset may not be optimal for another. This complicates analysis methods and makes data exploration and inference challenging, and comparative analysis of new algorithms difficult.

This heterogeneous collection of specialized applications creates several technical, practical and social issues that hinder replicable, efficient and optimal use of neuroimaging analysis approaches: 1) No uniform access to neuroimaging analysis software and usage information; 2) No framework for comparative algorithm development and dissemination; 3) Personnel turnover in laboratories often limit methodological continuity and training new personnel takes time; 4) Neuroimaging software packages do not address computational efficiency; 5) Methods sections in published articles are inadequate for reproducing results; and 6) In-depth knowledge of neuroimaging analysis algorithms is limited to few individuals.

To address these issues, we present NiPyPe (Neuroimaging in Python: Pipelines and Interfaces), an open source, community-developed, Python-based software package that easily interfaces with existing software for efficient analysis of neuroimaging data and rapid comparative development of algorithms. NiPyPe, solves the issues by providing a uniform interface to existing neuroimaging software and by facilitating interaction between these packages using workflows. NiPyPe provides an environment that encourages interactive exploration of algorithms from different packages (e.g., SPM, FSL), eases the design of workflows within and between packages, and reduces the learning curve necessary to use different packages. NiPyPe is addressing limitations of existing pipeline systems and creating a collaborative platform for neuroimaging software development. Processing modules and their inputs and outputs are described in an object-oriented manner providing the flexibility to interface with any type of software. The workflow execution engine has a plug-in architecture and supports both local execution on multicore machines and remote execution on clusters. Python has already been embraced by the neuroscientific community and is rapidly gaining popularity. NiPyPe, based on Python, has immediate access to an extensive community and its software, technological resources and support structure. NiPyPe is distributed with a BSD License allowing anyone to make changes and redistribute it. Development is done openly with collaborators from many different labs, allowing rapid adaptation to the varied needs of the evolving neuroimaging community.
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**Introduction**

Neuroimaging research involves many processings applied on high dimensional data and could thus greatly take advantage of the increased availability of parallel computing resources: from multiple core machines to clusters or grids. Coarse-grained parallelism is well suited in most of the cases: it involves many long independent processes (from one minute to several days or weeks). Extensive work to introduce fine grain parallelism in algorithms is indeed worthless when the algorithm is intended to be applied on large sets of data. These coarse-grained parallelized processings can be described by workflows which are sequences of parallel and serial sub-tasks.

Soma-workflow is a Python application which aims at making easier the execution, control and monitoring of tasks and workflows on a wide range of parallel computing resources, through a simple and homogeneous Python application programming interface (API) and/or a graphical user interface (GUI). Soma-workflow was created in the purpose of being plugged to external software or being used directly by non expert users.

**Soma-workflow and its interactions with parallel resources**

The workflows are described by direct acyclic graphs: the nodes correspond to the sub-tasks and the arrows to the execution dependencies between sub-tasks. Each sub-task, also called job, wraps a program command line call. The workflows are created and then submitted to a computing resource using soma-workflow Python API. For each submitted workflow, soma-workflow deals with the execution of each job at the right time considering its dependencies. The status of workflows and jobs, as well as job standard outputs or exit information, are displayed in the GUI or can be recovered using the API. The workflows can be stopped at any time or/and restarted when needed.

For more flexibility, soma-workflow can be used as a simple single process application or as a client-server application. Compared to the former, the client-server application additionally offers a transparent access to remote computing resources and the possibility for the user to close soma-workflow at any time without impacting the execution of workflows. Tools are also available to handle file transfers and file path matchings in case the user's machine and the remote computing resource do not have a shared file system.

In the purpose of interacting with a wide range of parallel computing resources, soma-workflow uses only very basic parallel resource functionalities: job submission, job suppression and request for job status and exit information. Thereby, a new parallel resource can be plugged to soma-workflow by implementing only four Python methods. Furthermore, the interaction with many computing resources is already implemented in soma-workflow. In the case of a single multiple core machine, soma-workflow can be used directly: the maximum number of jobs which can run in parallel is adjusted by the user. In the case of distributed computing resources, soma-workflow interacts with DRMAA (Distributed Resource Management Application API)\textsuperscript{1} which can interface with a wide range of distributed resource management system. Using DRMAA, soma-workflow was used with success on clusters managed by Torque, LSF, Oracle Grid Engine and Condor.

**Concrete use cases in neuroimaging**

This paragraph illustrates the use of soma-workflow to take advantage of a 192 core shared cluster in three concrete use cases in neuroimaging. In the first use case, soma-workflow was used to execute a coarse-grained parallelized analysis: the joint detection-estimation of within-subject fMRI data \textsuperscript{2}. The already existing code was wrapped in a workflow which splits the data, processes it and merges the results afterward. The analysis of a whole brain goes down from 10 hours on a single CPU to 15 mins on the cluster. In the second use case, soma-workflow was used to run regression tests in the process of reducing the sensitivity of the Morphologist pipeline of BrainVISA \textsuperscript{3} to variability. The regression test workflow was generated from BrainVISA and consists in the processing of a sample database containing 80 T1 MR images. It runs in about an hour on the cluster against 23 hours on a single processor. In the third use case, soma-workflow was used to perform an extensive cross-validation of the older cortical sulci identification models of BrainVISA \textsuperscript{4}. The complete validation represented about 5500 hours of computing (more than 7 months), and used about 70000 individual jobs. It ran in about 3 days using approximately 100 cores of the cluster. The validation brought a precise idea of the performance of the model and allows comparisons with other models such as the methods by Perrot \textsuperscript{5}.
Conclusion

Soma-workflow aims at filling the gap between parallel computing resources and software or non expert end users. The three neuroimaging use cases presented here demonstrate its relevance in the research process. Indeed, coarse-grained parallelism can exist at the level of the analysis, as in the first use case. However, even if the method cannot be parallelized, the two other use cases show the relevance of using parallel resources to process large datasets, optimize, test and validate methods. Several tracks are currently studied to go further in the flexibility of soma-workflow and usability with a wide range of computing resources.

Acknowledgments. This work was funded by the ITEA2 HiPiP project. Developments relative to the implementation of JDE with soma-workflow were supported by the CL1-38093-007 Servier contract.
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Nitime and IPython: tools for time-series analysis and high-level parallel computing

In this talk we will discuss two different projects, directed at different aspects of data analysis in neuroscience. We will begin with a description of Nitime, a library for the analysis of data from neuroscience experiments. Nitime includes tools for the representation, analysis and visualization of time-series and related quantities. It contains a core of numerical algorithms for time-series analysis both in the time and spectral domains, a set of container objects to represent time-series, and auxiliary objects that expose a high level interface to the numerical machinery and make common analysis tasks easy to express with compact and semantically clear code. The nitime classes can represent time and time-series on several different orders of magnitude (suitable for data from different experimental modalities), as well as events and epochs. In addition, the library contains implementations of algorithms for spectral analysis, event-related analysis and bi-/multi-variate analysis of time-series data. The library contains a high-level, user-friendly API for the scripting of common analysis tasks. This API emphasizes efficiency, in that computations are delayed until they are needed and once they are performed they are cached for further use. Finally, the library contains several visualization functions, based on functionality from Matplotlib and NetworkX.

The talk will focus on the distinction between uni-variate analysis methods, which apply to the characteristics of individual time-series, and multi-/bi-variate methods which apply to the interaction and mutual influence of two or more time-series. In order to demonstrate this distinction, we will present multi-variate analysis of data from functional Magnetic Resonance Imaging (fMRI) experiments. We will contrast and compare three methods for the calculation of functional connectivity between voxels in fMRI experiments: correlation, spectral coherency and multi-variate autoregressive analysis (“Granger causality”).

The second part of the presentation will focus on IPython’s new API for high-level parallel computing. As of this year, IPython has a completely new backend to provide easy-to-use distributed and parallel computing tools, based on the high-performance ZeroMQ networking library. With the rapid rise of multicore systems and clusters, the flattening of the speed curve for modern microprocessors and the ever-increasing sizes of datasets in neuroscience, most scientists today will need to parallelize many of their analyses in everyday work. Yet, classical parallel computing tools tend to be cumbersome to use, deploy and interact with, as they have been classically tuned for absolute performance at all costs, at the detriment of usability. IPython, instead, tries to provide a very high-level, easy to understand and use model for the parallelization of common tasks, retaining enough performance to be useful in production contexts but with a constant concern for the scientist’s productivity rather than absolute computational performance. We will present a description of the main concepts involved, the abstraction model offered by IPython and some simple examples of practical usage.

visualization tools
Anatomist: a python framework for interactive 3D visualization of neuroimaging data

D Rivière¹², D Geffroy¹, I Denghien¹, N Souedet¹³, Y Cointepas¹²

¹IFR 49, Gif-sur-Yvette, France/²CEA, I2BM, Neurospin, Gif-sur-Yvette, France/³CEA, I2BM, MIRCEN, Fontenay-aux-Roses, France

Introduction

Anatomist is a powerful 3D visualization software dedicated to neuroimaging. It is cross-platform, open-source, distributed under the CeCill-B license [1] (similar to BSD), and available on BrainVISA [2] website (http://brainvisa.info). Originally developed in C++ language for about 15 years, a set of python bindings and extensions have then been developed for Anatomist, including integration with popular python modules like NumPy [3], Matplotlib [4], or IPython [5].

Anatomist technologies rely on OpenGL [6], Qt [7] and PyQt [8] for the graphics and 3D parts, and on AIMS / PyAims libraries for neuroimaging data structures, IO and algorithms. It is able to display an arbitrary number of objects in an arbitrary number of views which may be embedded in dedicated graphical interfaces. The AIMS library (also part of the BrainVISA project) offers many plugin-based IO formats for several data structures: 3D/4D volumes (supporting DICOM, NIFTI, MINC, ECAT, and many 2D image formats), surfacic meshes (supporting GIFTI, PLY, MNI-Obj and a few other export formats like VRML-1 and POV), textures, voxels lists, more complex structured container objects (graphs, used for ROI drawing, sulci and fibers representation, or cortex parcellations), and a subset of VTK [9] objects. Objects may be combined to form new objects mixing properties of the combined ones, which offer richer display modes, such as overlaying volumes, texturing meshes according to 3D or 4D volumic data and/or to raw texture data, cutting meshes with volumic data along an arbitrary plane, volume rendering, clipping, and so on. Such functionalities may be extended by plugins.

Python control modes

The python API of Anatomist allows two main modes: one is the “direct bindings” mode which offers an access to the underlying C++ data structures in memory, and the other one, “socket” allows to control a remote Anatomist as a separate application via a network connection. Both modes are using the same API, except that the “direct” mode is richer and allows more functionalities, such as GUI embedding and direct data modification in memory for visualization update on the fly.

The high-level python API is based on an “application” object which may address a unique singleton in direct mode application, and possibly several socket-based applications. Through this application object, manipulations use simple functions like loadObject(), createWindow() and so on (Fig. 1). Objects and windows are handled through dedicated classes (AObject and AWindow, namely). These objects grant access to various properties: colormaps, materials, referentials, camera properties, display modes, and other parameters.

Documentation can be found at http://brainvisa.info/doc/pyanatomist/sphinx/.

Lower-level API for full customization

In addition to this high-level API, intended to be quickly usable even by novice programmers, the “direct” mode offers an additional lower-level API which is actually the direct bindings of C++ classes. More complex due to its richness, this level of programming offers the possibility to extend many of Anatomist mechanisms: new object types and new window types, may be defined by subclassing in Python the C++ classes. 3D graphical objects may be defined at various levels, either reusing parts of existing graphical primitives of existing objects (geometric properties, vertices etc), or completely defining the 3D rendering at OpenGL level. Interaction controls (keyboard and mouse actions for users) and callbacks may be defined. Complete dedicated GUI applications may be designed. For this last usage, it is possible to use Qt Designer [7] to graphically design the application user interface. The anatomist main window can be suppressed to be replaced by a custom GUI, or by only an interactive python shell if needed.

Conclusion

Anatomist offers a wide range of possibilities for controlling, designing and extending 3D visualization for neuroimaging data in Python language. Combining the existing visualization and interaction features already provide numerous and very powerful capabilities at a low programming cost. Different complexities of customization are addressed at different levels of API to keep a high-level layer as simple as possible, thus still allowing to extend mechanisms at lower level and at lower scales, possibly down to the OpenGL layer.
Fig. 1: Example of Anatomist handling in python, showing a script (right) which may be used in an interactive IPython shell (left, lower), and the visual result (left). Views may be interactively modified, rotated, zoomed etc.
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3D Brain Atlas Reconstructor and Common Atlas Format, the infrastructure for constructing three dimensional brain atlases

Piotr Majka, Ewa Kublik, Jakub Kowalski, Daniel K. Wójcik
Department of Neurophysiology, Nencki Institute of Experimental Biology, 3 Pasteur Street, 02-093 Warsaw, Poland

Anatomical brain atlases are essential part of neuroscientific toolbox. There is a growing demand for extending typical two dimensional atlas frameworks into the three-dimensional space. In response to such demands we propose a Python package for automated reconstruction of 3D models of brain structures basing on their 2D delineations of varying formats, sophistication and quality.

The 3d Brain Atlas Reconstructor (3dBAR, http://www.3dbar.org) contains a set of generic Python parsers for converting source atlases into Common Atlas Format (CAF), Python API for manipulating CAF datasets, and Python reconstruction module for generating 3D models. All segments of software were prepared in object-oriented manner to simplify code maintenance and extensibility. 3dBAR relies fully on open file formats (XML, SVG, VRML, NIfTi) and open source packages and will also be open. 3D graphics processing is performed using Visualization ToolKit (http://www.vtk.org/). SVG rasterization and image manipulation is handled by python-rsvg library (http://cairographics.org/pyrsvg/), Python Image Library (http://www.pythonware.com/products/pil/) and SciPy. Graphical User Interface was prepared using wxPython (http://www.wxpython.org/). NIfTi export is based on PyNIfTI (http://niftilib.sourceforge.net/pynifti/).

Reconstruction process leading to a three dimensional model proceeds in two steps. First the source atlas is parsed into a Common Atlas Format dataset. Every CAF dataset consists of SVG graphics files and an XML index file. SVG files contain 2D representations of brain slices divided into separate structures represented by closed paths and an information about the brain's spatial coordinate system. Structures' hierarchy and additional informations (e.g. structures full names, external references to databases) are stored in the index file. The second stage involves processing CAF dataset and results in a 3d reconstruction in the form of a volumetric data or polygonal mesh and it is realized with an user friendly GUI written in Python.

The 3dBAR uses automatic, customizable and reproducible workflow which allows tracking and reviewing of the whole reconstruction process as well as locating and eliminating reconstruction errors or data inconsistencies. Thank to it's open format policy it supports interoperability with other neuroinformatics tools and exchange of content at any stage of processing.

We have used this infrastructure to process several widely used brain atlases, including published atlases with PDF datasets (“The Rat Brain in Stereotaxic Coordinates” by Paxinos and Watson and “The Mouse Brain in Stereotaxic Coordinates” by Paxinos and Franklin) or prepared from volumetric data (The Waxholm Space Atlas; Johnson et al, 2010). Five other datasets were derived from the Scalable Brain Atlas (SBA, http://scalablebrainatlas.incf.org).

Apart from standalone package we provide a web service (http://www.3dbar.org) that allows a variety of operations on available CAF datasets, e.g. customizable reconstructions, downloads in various formats, viewing thumbnails of structures, customized viewing of slides from provided CAF datasets and access to structure hierarchy. Live view of 3D structures is also possible in WebGL enabled browsers where one can manipulate (rotate, zoom, etc.) lightweight versions of the reconstructions.
**GOM2N: A toolchain to simulate and investigate selective stimulation strategies for FES**

Jeremy Laforet

When contracting a muscle using NFES (Neural Functional Electrical Stimulation), the stimulus always activates the axons of greater diameter first. Also selective activation of given fascicle inside a nerve is not possible with classical cuff electrode as the recruitment is performed uniformly around the nerve. These limits lead to poorly selective muscle recruitment, inducing fatigue and possible pain. To overcome this, selective stimulation strategies can be used.

We already developed multipolar electrodes and benchtop stimulators with industrial partners to provide for future implantable stimulation units, with up to 12 poles, and arbitrary stimulation shape [1]. Even though literature describes the principles of the strategies to be used, tuning remains a tricky problem. This is the reason why we develop a modelling toolchain, not only to simulate and investigate selective stimulation, but also to optimise it, mainly as regards charge injection minimisation, and selectivity level.

We propose a toolchain [2] to investigate, simulate and tune selective stimulation strategies. It relies on OpenMEEG [3] and Neuron [4] and consists of a conduction volume model to compute the electric field generated in the nerve by a cuff electrode surrounding it; an axon model to predict the effect of the field on the nerve fibre — the generation, propagation and possible block of action potentials.

GOM2N includes a graphical interface to enable to use of the toolchain to a wider audience. It is developed in Python, using PyGtk and matplotlib. All parameters can be visualised and set in the interface. It is also possible to resume previous simulations or to reuse part or all of the model descriptions.

Many improvements are in progress : optimisation of the injected currents vector for spatial selectivity, tools to assist setting the waveform for anodal block, and batch simulations. Some work has been done also to adapt the toolchain for cochlear implants tuning [5].

**References**


Developing and evaluating a computerized tool for measuring perceived stress

Dalal Ben Loubir, Medical Informatics Laboratory, Faculty of Medicine and Pharmacy of Casablanca, Morocco.
Professor Mohammed Bennani Othmani, Medical Informatics Laboratory, Faculty of Medicine and Pharmacy of Casablanca, Morocco.

Stress is a component among others of depressive illness that take place more and more in our society (family, work, school…), in addition, it is the subject of several research for decades. Stress is related to coping abilities; it may bring changes on individual’s physical and mental well-being.

This work is a part of a thesis, which will end in 2013. Our main aim is to create a homogenization between computing and neurological fields. From this work we try to produce an evaluative ICT tool that could be incorporated as part of clinical practice.

The main goal of this study is to develop and evaluate an application that will support the measure of perceived stress in individuals.

Currently, we are working on a project which covers the study of stress and performance in order to better assess stress response in medical students who face the charge of the program and exam preparation.

In a second step, we will explore the concept of perceived stress to identify the dimensions of the concept.

In the last step, we will develop a computer application for measuring the perception of stress in individuals.

Keywords: Stress, Stress Perception, Computerized Tool
Simulating topographic distributions of event-related potentials using Brisk

Roman Goj, David Donaldson, Mark van Rossum

June 8, 2011
We present an early version of an event-related potential (ERP) simulation tool written entirely in Python. Brisk (BRain Imaging Simulation Kit) currently enables users to simulate the topographic distribution of ERP activity over the scalp as well as control several aspects of between-subject variability in the activity of the underlying neuronal generators. Our aim is to develop a complete ERP phantom for use in research and education.

Electroencephalographic (EEG) recordings, especially when averaged across multiple experimental trials and multiple participants to reveal ERP signals, enable quantification of the relation between human cognition and brain activity. Analyses of ERP data revolve around complex statistical comparisons of ERP component properties, such as amplitude or topographic shape, between experimental conditions. Although simulation-based approaches are often adopted for justification and verification of ERP data analysis methods, the assumptions underlying the simulations are typically either identical to those inherent in a given data analysis method or simply not stated clearly enough to allow reproducibility. We aim to address both of these issues by providing a software tool which can be used as an ERP phantom – enabling reliable verification of data analysis methodology.

Our current focus has been on between-subject variability in topographic patterns of ERP activity. Most ERP studies rely on data collected from and averaged across multiple participants. However relatively little is known about the between-subject differences in neuronal generators, and hence topographic distributions of ERP activity. Typically simulations assume identical neuronal generator configurations across all subjects. All between-subject differences are assumed to be accounted for by normal noise with equal variance across all subjects and electrodes. Visual inspection of topographic distribution plots reveals striking differences between data simulated using the above described simulation methodology and ERP recordings collected in real experiments. We provide alternative approaches to ERP simulation, implemented within the Brisk software, that rely on variability in generator amplitude to better reproduce properties of topographic distributions of real ERP signals.

Although accurate simulation of EEG and ERP activity may yet require many years of research, we believe that in order to facilitate this research a working simulator, clearly stated assumptions, and their clean and easy to modify implementation are necessary. The presented early version of the Brisk simulator is a first step in this direction. Our long term goal is to include an intuitive graphical user interface that would enable both students and experienced ERP researchers to visually explore the parameters of the ERP simulation process, building intuitions about the brain and its relation to cognition along the way.
A PYTHON Package for Kernel Smoothing via Diffusion: Estimation of Firing Rate from Spike Trains

Taskin Deniz *, Stefano Cardanobile, Stefan Rotter
Berstein Center Freiburg & Faculty of Biology, University of Freiburg, Germany

Kernel smoothing is a powerful methodology to gain insight into data. It has wide applications in many different fields, ranging from Economics to Neurosciences. The most important basic application of kernel smoothing in Neuroscience is estimation of time-dependent firing rates from neuronal spike trains. Traditionally, this is achieved by the PSTH (Peri-Stimulus Time Histogram) or, alternatively, smoothing with a fixed kernel. The PSTH relies on the availability of multiple trials for averaging out trial-to-trial fluctuations. However, one can obtain a plausible estimate from a single trial as well, using kernel smoothing methods, where the bandwidth of the kernel is a parameter to be selected in analogy to the bin size of the histogram. The form of the kernel is rather unimportant, provided it is smooth, unimodal and normalized. Its bandwidth, in contrast, defines how smooth the resultant rate would be (Nawrot et al., 1999). A suboptimal kernel may result in over-smoothing or under-smoothing, where the optimal kernel is defined by a minimal deviation from the true rate profile. There may be no globally optimal kernel for strongly changing Poisson rates, though. As a cure to this problem one can optimize the estimate by locally adaptive bandwidth selection. To this end, Shimazaki and Shinomoto (2009) suggested a combinatorial way of optimizing MISE (mean square integrated error) as a method of local bandwidth estimation. This method, although effective, is computationally very costly and biased. Instead, we suggest an application of a new method by Botev et al. (2010), namely Kernel Density Estimation via Diffusion. The diffusion method offers a fast completely data driven algorithm for local bandwidth selection, avoiding the boundary bias and the assumption of Gaussianity. An implementation of the new method as a PYTHON package is made available.
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Random Subspace Methods for Neuroimaging
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Functional Magnetic Resonance Imaging (fMRI) allows for a non-invasive indirect measurement of the brain activity with a relatively high spatial resolution. This technology locally records the variation in time of the oxygenated blood flow, called Blood Oxygenation Level Dependent (BOLD), which is somehow related to the variation of the local brain activity. The measurement is taken as a sequence of volumetric brain images, usually few hundreds, each made of several thousands voxels. The voxels are the smaller portion of brain (usually 2-3 millimeters diameter) where BOLD signal can be recorded.

The typical experiment consists in a stimulation protocol with contrasts that maximally activate some cognitive functions. The recorded data is then analyzed to locate the portion of brain related to the specific cognitive task. This analysis, known as brain mapping, produces a volumetric image where the voxels are coloured according to their relevance.

In a pattern recognition framework, brain mapping can be conceived as a problem of feature selection. There are basically three approaches to feature selection: embedded, wrapper, and filter methods. Differently from many other domains, the selection of features in the brain mapping framework cannot be driven by the performance of a classifier, like in embedded and wrapper methods. The main requirement here is the redundancy preservation, i.e., all relevant voxels must be retrieved, even if redundant. For this reason, the most appropriate approaches appears to be the filter methods, where the features are ranked according to some information-based scores or statistical indices. As a matter of fact, the most common brain mapping approach consists in a uni-voxel linear analysis (commonly referred as GLM analysis) with a statistical test over it. The filters approach has, however, some limitations: cross-relationships between different parts of the brain may remain undiscovered, moreover, the retrieved features are good descriptors not necessarily allowing for good discrimination between conditions.

The increasing interest on distributed patterns of activity is rising the attention of the neuroscience community to the Multi-Voxel Pattern Analysis (MVPA) methods, where many voxels are jointly analyzed with discriminative methods. The typical approach aims at predicting the cognitive states with a classifier given the brain activity [1]. This approach, however, does not directly answer the brain mapping issue, which is usually addressed ex post, on the trained classifiers, determining the relevance of the used voxels for the classifier itself.

The main challenge of this approach is to deal with the huge dimensionality of the features space, and the excessive feature-to-instance ratio. There are few MVPA solutions directly addressing this task. The Elastic-Net [2] and the Recursive Feature Elimination [3] perform a whole-brain analysis, finding distributed relationships. These embedded approaches, however, suffer of stability problems (i.e., two different runs may produce two completely different solutions). The well known and robust Searchlight method [4], on the other side, perfectly copes with the stability issue finding local patterns of activity. The method, however, still suffer some limitations: the spatial bias prevents the detection of distributed pattern of activity; the brain maps overestimate the areas of activation; there is no distinction between correlated and anti-correlated areas; and a whole-brain analysis is not supported.

To cope with all above problems we proposed a wrapper-based solution exploiting a Random Subset Method (RSM) for feature selection [5]. This multi-variate method is essentially an ensemble method exploiting a bootstrapping principle. Many classifiers are trained with different random subsets of the feature space. It may be considered a wrapper method generalizing Searchlight to a distributed analysis. The proposed solution presents therefore some advantages. It performs a multi-variate analysis of the whole brain dealing with the unfavorable ratio between voxels and volumes, and it preserves the voxels redundancy. We have proven that under some conditions the method provides results equivalent to the standard GLM analysis.

The model has been implemented using python, and exploiting the pyMVPA v 0.4.7 library, both for the management of the neuroimaging data and for the exploitation of the classification framework. The library providing the random subspace method will be deployed as open source software.
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Machine learning for fMRI in Python: inverse inference with scikit-learn

The scikit-learn (Pedregosa 2010) is a general-purpose package for simple and efficient machine learning in Python. It can easily be combined with the various powerful Python packages for fMRI data processing, such as nipy (Brett 2007) or nibabel (Hanke 2009), to apply state-of-the-art learning methods to inverse inference, i.e. the prediction of behavior from brain imaging. The variety of supervised and unsupervised methods available in the scikit-learn as well as their performance greatly facilitates the use of machine learning for brain mapping. In addition, algorithms in the scikit-learn can be used as building-blocks to develop fMRI-specific statistical learning methods.

In the supervised learning settings, of particular importance for the brain-imaging community are the SVM-based methods and the penalized GLMs. For SVMs, the scikit-learn features libSVM bindings -amongst the richest and most performant- as well as associated methods such as recursive feature elimination. Penalized-GLM methods are available, to inject multivariate priors in a GLM, for regression or for classification (logistic regression); in particular L1 penalization and ARD priors are available to learn sparse predictive spatial maps. The scikit-learn also offers tools for cross validation and model selection to automatically set parameters or compare methods. For this, it can make use of multiple processors in a same computer. Unsupervised methods include clustering algorithms, mixture modeling as well as PCA and ICA.

Special care is taken across the scikit-learn code to present the various methods with a uniform interface, in order to make them easily interchangeable and to facilitate comparisons.

Finally, a documentation is available on the web site with a large number of examples and a special attention to ease of read for non machine-learning specialists. The scikit-learn heavily relies on the numpy package, which makes it possible to use the Python language as an array-based scientific computing environment, similar to matlab. Thus the scikit-learn can easily be picked up by matlab users who do not know Python.

We have implemented various fMRI-specific methods using the scikit-learn (Michel 2011a, Michel 2011b) and have used the scikit-learn to compare them to standard state-of-the-art learning methods. A full second-level inverse-inference pipeline, starting from first-level beta maps saved as Nifti file and extracting predictive brain features as well as cross-validated prediction scores can be written in 50 lines of code (Gramfort 2010). In addition, we use unsupervised learning methods to model resting-state functional connectivity, using ICA (Varoquaux 2010a) or covariance estimation (Varoquaux 2010b).

By bridging the gap between state-of-the-art machine-learning research and its applications to brain imaging, the scikit-learn can be used for multivariate brain mapping with high numerical and prediction performance, but also to develop new inverse-inference methods specially crafted to answer the needs and features of neuroimaging.
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Dynamical characterisation of neural networks and neurophysiological time series: Parallel approaches using Python

Thomas Greg Corcoran
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Abstract

This work is an exploration of the use of time-delay embedding to explore the dynamical properties of neural network simulations and physiological signals. Whilst parallel approaches such as MPI and CUDA are extremely useful in the simulation of neural systems, the construction of statistics from such simulations can be even more computationally challenging.

Reconstructed attractors (via Takens embedding [1]) are naturally immutable data structures, thus making their analysis an excellent candidate for parallel and/or functional approaches. Moreover, the calculation of statistics of attractors, such as finite-time Lyapunov exponents (FTLE) and entropies [2], are typically very time-consuming. Therefore a toolbox of parallel algorithms is desirable.

This work compares and explores the use of python multiprocessing (chunk-based parallelism) and Thrust/PyCuda [3,4] (fine-grained parallelism via GPGPU) approaches to the problem.

The outcome of this work is a Python package for the dynamical characterisation of neuro-physiological and simulation timeseries, bridging the dynamical and statistical properties of neural systems. These indices are useful in the multiscale characterisation of activity patterns, dimensional reduction of models, and distinguishing of chaotic from stochastic systems.
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